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**Abstract**

In this study, a numerical approach for the solution of Riccati differential equation is investigated. Nonlinear Riccati differential equations have been used in many fields in science, engineering and especially in applied mathematics. A numerical solutions are obtained with regard to a matrix method and compared with other techniques in literature. Besides, error analysis is given in order to obtain more efficient results for its approximation.
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**1. Introduction**

Riccati differential equations are of great importance in many areas in control theory, supply-demand relationship, social practise theory, biology, free vibration theory, forecasting and some other applications in science and engineering fields [1]-[3]. Both analytical and numerical solutions of different types of Riccati differential equation have been investigated by many techniques. These applications are important due to its support to other research areas. There has been many well-known techniques such as Padé approximation method [4], operation matrix method [5], Taylor matrix method [6], decomposition method [7], Bernstein polynomial approach [8], [9], Fourier polynomial approximation [10], classical fourth order Runge Kutta method [11], variational iteration algorithm [12] and so on.

In this study, the following type Riccati differential equation is defined in the form:

  (1)
where  is an arbitrary constant, and are continuous given functions.

The organization of the paper is the following. Initially, preliminaries about polynomials are given. Then the numerical method for finding the approximate solution of the problem is proposed. Afterward, an error analysis is introduced. Accordingly, numerical results of the problem are given by tables and figures. The paper finalizes with the concluding remarks and brief discussion of results.

**2. Preliminaries**

***Properties of Jacobi Polynomials***

Jacobi polynomials are commonly known as hypergeometric polynomials since they play an important role in rotation groups and classification of molecular rotors in quantum mechanics. Jacobi polynomials are defined in the form:

  (2)

where  and  are parameters with the relation [13]-[20]. Then the first few Jacobi polynomials are given from Eq. (2) as

 (3)
**Definition:** Jacobi polynomials are have the cases within the special concept of  and  parameters as

**Case 1.** For , we have the relation

  (4)

which is called as the *Legendre polynomials* (Fig. 1).



**Figure 1.** Legendre polynomials for  and  [21].

**Case 2.** For , we have the relation

  (5)

which is called as the *Chebyshev polynomials of the first kind* (Fig. 2).



**Figure 2.** Chebyshev polynomials of the first kind for  and  [22].

**Case 3.** For , we have the relation

  (6)

which is called as the *Gegenbauer polynomials* (Fig. 3).



**Figure 3.** Gegenbauer polynomials for  and  and  [23], [24].

**3. Numerical Technique**

In this section, an approximate solution in terms of orthogonal Jacobi polynomials is presented in the form:

 , (7)

where  are unknown coefficients,  is approximate solution for any integer  and  are the orthogonal Jacobi polynomials defined in Eq.(2). For this purpose, Eq. (1) is considered in the form , (8)

where



Then the orthogonal Jacobi polynomials are transformed into the matrix form as

 , (9)

where

, (10)

and

  (11)

By using the relations from (8) and (9),

 , (12)

Now, the relation between  and its first derivative  is shown as

 , (13)

where

.

Then the derivative part of the problem is defined in the matrix form as

 , (13)

Besides, the nonlinear term of the Riccati equation has a matrix form as

 , (14)

where



The coefficients  and  of Eq. (1) are also defined in matrix form as



So that the matrix system of the nonlinear Riccati differential equation in Eq.(1) is described as

 (15)

**Definition:** The collocation method is a numerical method which is applicable pointwise in order to get the numerical solution of the problem i.e. a finite-dimensional space of candidate solutions. This is accepted that “selected points” or collocation principle over the set of points are called as *collocation points* in order to implement the collocation based methods [25]-[27]. Here, the collocations points are defined as

  (16)

The approximation of the problem is found pointwise and we use the collocation points which is defined in Eq.(16). Substituting the collocation points into Eq.(15),

 (17)

where



Eq.(17) is obtained as the fundamental matrix relation which can be also written as

 (18)

where “” is the sign to separate the coefficient matrices. Let us consider Eq.(18) in a brief form

 and  (19)

and then

 or  (20)

Besides, matrix representation of the initial condition is obtained by using the similar procedure. Then it is found as

 (21)

By replacing the matrices (21) into the system (20) then new augumented matrix system is obtained in the form . Then with the solution of the system by using Gauss Elimination procedure, the unknown coefficients are found and replaced in Eq. (7). Consequently, numerical solution is obtained [28]-[31].

**4. Accuracy of Solution**

In this section, we check the accuracy of the present method. The approximate solutions  of Eq. (1), and their first derivatives are considered and substituted into Eq. (1). Then we obtain approximate results for 

  (22)

where ( is a positive integer) is prescribed, then the truncation limit *N* is increased until difference  becomes smaller than the prescribed  at each points [32].

**5. Numerical Experiments**

In this section, to show the accuracy and efficiency of the presented method, for the problem given at (1), is solved with it. Numerical calculations and plottings were performed using Maple and Matlab softwares, respectively.

**Example 1.** Let us first consider the following Riccati differential equation [33]

  (23)

The numerical technique which is introduced at Section 3 applied on the problem (23) for . Then the collocation points are shown as

  (24)

So that we have the following matrices

 

  

and the fundamental matrix relation as

 i.e.



together with the matrix relation of the condition,  we have the new augumented matrix form as . Finally, we obtain the approximate solution in the form:



Then we investigate the approximate solutions for different polynomials with regard to the pair  Jacobi polynomials and Gegenbauer polynomials. Finally, the exact solution  is obtained for .

**Example 2.** Here, Riccati differential equation is considered [33], [34]

  (24)

The exact solution is , for .

By using the procedure, we obtain the approximate solutions. The approximate solutions for different N values can be seen in Table 1 and Fig. 1. The comparison of approximate solutions with different techniques and the exact solution is shown by Fig. 2.

**Table 1.** Absolute errors for N=3, 4 and 8 of Example 2.

|  |  |  |  |
| --- | --- | --- | --- |
| *t* |  |  |  |
| 0.1 | 0.1510E-03 | 0.9475E-04 | 0.1200E-05 |
| 0.2 | 0.1144E-04 | 0.2319E-05 | 0.9025E-06 |
| 0.5 | 0.1491E-04 | 0.2467E-05 | 0.9866E-06 |
| 0.6 | 0.1789E-04 | 0.2546E-05 | 0.9157E-06 |
| 1 | 0.1431E-04 | 0.2422E-05 | 0.9692E-06 |



**Figure 1.** Comparison of absolute errors for N= 3,4 and 8 of Jacobi polynomial solution.



**Figure 2.** Comparison of approximate solutions between Jacobi Collocation Method (JCM) for N=8, He’s variational iteration method (HVIM) and new homotopy perturbation method (NHPM).

**6. Conclusion**

In this study, we introduce a matrix method depending on Jacobi polynomials in order to solve nonlinear Riccati type differential equation with initial condition numerically. Furthermore, the accuracy of the solution is obtained by an error analysis. The present method and its error analysis are applied on the example which have been shown by figures and table. The method has significant advantages such as: straightforward computation procedure together with some computer programme algorithm in Maple. We obtain satisfactory results whenever we have N is chosen large enough. The method is applicable for further problems and their applications at interdiciplinary area [35]-[37].
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